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Abstract—Non-convex functional constrained optimization prob-
lems have gained substantial attention in machine learning
and signal processing. This paper develops a new primal-dual
algorithm for solving this class of problems. The algorithm is based
on a novel form of the Lagrangian function, termed Proximal-
Perturbed Augmented Lagrangian, which enables us to develop
an efficient and simple first-order algorithm that converges to
a stationary solution under mild conditions. Qur method has
several key features of differentiation over existing augmented
Lagrangian-based methods: (i) it is a single-loop algorithm
that does not require the continuous adjustment of the penalty
parameter to infinity; (ii) it can achieves an improved iteration
complexity of O(1/¢?) or at least O(1/€*/?) with ¢ € (2/3,1)
for computing an e-approximate stationary solution, compared
to the best-known complexity of O(1/¢%); and (iii) it effectively
handles functional constraints for feasibility guarantees with
fixed parameters, without imposing boundedness assumptions on
the dual iterates and the penalty parameters. We validate the
effectiveness of our method through numerical experiments on
popular non-convex problems.

Index Terms—non-convex optimization, functional constraints,
primal-dual method, first-order algorithm, iteration complexity.

I. INTRODUCTION

E consider the following non-convex optimization
problem with functional constraints:

min f(x) +rx) st g(x) <0, )
where f : R® — R is a continuously differentiable and
possibly non-convex function; g : R®" — R™ is a continu-
ously differentiable and possibly non-convex mapping; and
r: R® - RU{+o0} is a proper, closed, and convex (but
possibly non-smooth) function.

Problems of the form (I)) appear in a wide range of applica-
tions in signal processing and machine learning, e.g., wireless
transmit/receive beamforming design [38] |40]], and constrained
classification/detection problems [17, [34} i47]]. Solving non-
convex problems, even those without constraints, is generally
challenging, as finding even an approximate global minimum
is often computationally intractable [30]. The presence of
functional constraints g(x) in (I that can potentially be non-
convex is critical for many of the applications mentioned
above, yet it makes the problem even more challenging. A
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further complication arises since in many of these applications,
problem (I) tends to be large-scale, i.e., with large variable
dimension n [10]]. Hence, developing first-order methods that
can find stationary solutions with lower complexity bounds is
highly desirable.

Augmented Lagrangian (AL)-based algorithms are a prevail-
ing class of approaches for constrained optimization problems.
The foundational AL method, introduced by [16] and [33]],
has been a powerful algorithmic framework built on by
many contemporary algorithms. In particular, the Alternating
Direction Method of Multipliers (ADMM) scheme has been
widely employed for solving constrained optimization problems
based on the AL framework; see [3, 4] and recent works for
constrained convex settings [31} 21} 45, |26} 146].

However, AL-based methods remain fairly limited for
problems in the general form of (I}) due to challenges posed
by the non-convexity of the objective and constraint functions.
Specifically, two major challenges arise: (i) difficulty in
controlling the multipliers due to the absence of strong duality
and, as a result, (ii) the need for careful updating of the penalty
parameters to ensure the solution’s feasibility. Consequently,
existing analyses of AL-based methods, with the best-known
guarantees of O(1/€%) for a given € > 0, require increasing
penalty parameters to infinity to ensure feasibility, leading to
higher iteration complexity. Effective handling of the multiplier
sequence is thus an important and challenging task, given the
increasing penalty parameters otherwise required for feasibility
guarantees. Motivated by this, we aim to answer the question:

Can we design an algorithm to solve problems of the
form with an iteration complexity bound lower
than the best-known result of O(1/€3)?

To answer this question, we develop an efficient and easy-to-
implement primal-dual method for solving problem (I)) with an
improved complexity result. In particular, for a given accuracy
€ > 0, we propose a single-loop first-order method, based on
a new augmented Lagrangian, to compute an e-approximate
stationary solution (see Definition [2). We show that our method
achieves an iteration complexity of O(1/€?) in terms of the
number of gradient evaluations

A. Related Work
We review the literature on iteration complexity and con-

vergence of AL and penalty-based methods for non-convex

'In this paper, the notation 6() suppresses all logarithmic factors in terms
of € from the big-O notation.



TABLE I
COMMON BOUNDEDNESS AND REGULARITY ASSUMPTIONS OF ALGORITHMS FOR NON-CONVEX CONSTRAINED OPTIMIZATION PROBLEMS.

Condition  Description
B Either dom(r) is bounded and/or the feasible set is bounded.
N For every x € dom(r), there exists d > 0 such that Or(x) € Nyom(r) (x) + Ba(0), Ba(0) := {x : [|x|| < d}.
co Coercivity: the objective f(x) is coercive, i.e., lim|y| o0 f(%x) = 00.
RC Regularity Condition: there is a constant v > 0 such that v||[g(xx)]"|| < dist (0, Vg(xx)[g(xx)] " + Or(xk)/pr-1)
for the generated sequence {x} and increasing sequence of penalty parameters {px }.
SC Slater’s Condition: there exists X € int(dom(r)) such that g(X) < O.
co MFCQ: there exists d € R™ such that Vg;(x)"d < 0 for all j € J(x) = {j | g;(x) = 0}.

TABLE I
KEY PROPERTIES OF RECENT ALGORITHMS FOR SOLVING NON-CONVEX CONSTRAINED OPTIMIZATION PROBLEMS COMPARED WITH OUR METHOD.

Algorithm Constraints  Complexity  Simplicity =~ Key conditions
S-Prox ALM [49] linear O(1/€%) single-loop B,SC
NL-TAPIAL [18] convex O(1/€®) double-loop B,N,SC
NOVA [37] non-convex ullknown double-loop CO,CQ
iALM [36] non-convex o(1/ ¢*)  double-loop B, RC
iALM [23] non-convex o (1/€%) double-loop B, RC
IPPP 23] non-convex O(1/€®) triple-loop B,N,SC
GDPA [27] non-convex O(1/€) single-loop B, RC
This paper non-convex O(1/€?)  single-loop B

constrained problems. To facilitate the discussion, Table [I|
summarizes key assumptions imposed by existing algorithms.
Table M differentiates our work from several key existing papers,
comparing the constraint types handled, iteration complexities,
algorithmic simplicity, and necessary conditions from Table [I}

Linearly constrained non-convex problems. Many existing
works have focused on the class of problems where g(x) in (T))
is linear. [15] introduced a perturbed-proximal primal-dual
algorithm, with an iteration complexity of O(1/e?), under the
assumption of a feasible initialization. [[19] proposed proximal
AL methods that obtain the improved complexity result of
O(1/€*) under Slater’s condition. Finally, [48] 49] proposed
a first-order single-loop proximal AL method that achieves
O(1/€?) iteration complexity, which relies on error bounds
that are dependent on the Hoffman constant of the polyhedral
constraints However, estimating the Hoffman constant is
known to be difficult in practice.

Non-convex functional constrained problems. There are
several recent works that focus on the iteration complexity of
first-order AL-based methods or penalty methods to solve (I}
(L1 37, 1230 250 27, [18, 136]]. [37] proposed double-loop
distributed primal-dual algorithms with asymptotic convergence
guarantees, under the coercivity assumption and Mangasarian-
Fromovitz constraint qualification (MFCQ). However, it has
been observed that many non-convex problems do not have
a strict relative interior, and thus have an unbounded set of
multipliers [14]], which violates MFCQ. More recently, a set of

2The Hoffman constant x is the smallest number such that for any x,
dist(x,{y | Ay < b}) < k||(Ax — b)4||, where (Ax — b)4+ denotes the
positive part of Ax — b.

methods have emerged employing the regularity condition (RC)
from Table |I| for ensuring solution feasibility. [36] proposed
a_double-loop inexact AL method (IALM) that achieves an
O(1/€*) iteration complexity. [23] improved the iteration
complexity to O(1/€®), which is obtained using a triple loop
iALM. [18] established an O(1/€*) complexity bound of the
proximal AL method (NL-IAPIAL) for non-convex problems
with nonlinear convex constraints. [27] proposed the first single-
loop gradient-based algorithm that achieves the best-known
iteration complexity O(1/€*) for (). However, the regularity
condition is non-standard and rather strong as it forces a
relationship between feasibility of the generated iterates and
first-order optimality. We are thus motivated to develop an
algorithm that improves iteration complexity without requiring
this assumption.

B. Our Contributions

We develop a novel AL-based method for solving non-convex
constrained optimization problems which has improved iteration
complexity, computation workload, and weaker assumption
requirements. Specifically:

« We propose a single-loop first-order algorithm for non-
convex optimization problems with functional constraints,
based on a novel Lagrangian function. The proposed
algorithm can achieves an e-KKT solution with O(1/€?)
iteration complexity, which improves the best-known
O(1/€) complexity for the functionally constrained non-
convex setting. Importantly, the algorithm does not require
the strong regularity condition used in other AL-based
algorithms [23} 25} 27, 36].



« To establish the above results, we conduct a comprehensive
convergence analysis of our method. Thanks to the
favorable structure of our Lagrangian, our proofs are
surprisingly compact compared to existing works. Our
analysis does not impose any boundedness assumptions
on the multiplier sequence, surjectivity of the Jacobian
Vg(x) [6, Oll, or boundedness of penalty parameters [13].
It also does not require the feasibility of initialization as
in [7, 142, 144].

« By using a fixed penalty parameter, our algorithm achieves
improved computational efficiency and ease of imple-
mentation compared to existing schemes. Specifically, we
neither require linear independence constraint qualification
(LICQ) to ensure boundedness of penalty parameters [41],
nor computational efforts for careful updating scheme of
the penalty parameters. Our numerical results validate
that compared with existing methods, our use of a fixed
penalty parameter achieves more consistent progress
toward solution stationarity and feasibility.

C. Outline

Section provides the notation, definitions, and assumptions
that we use throughout the paper. In Section [[Il] we introduce
the new Lagrangian and propose a first-order primal-dual
algorithm. In Section we establish the convergence results
of our algorithm. Section |V| presents numerical results on
commonly encountered problems in signal processing and
machine learning to demonstrate the effectiveness of the
proposed algorithm.

II. PRELIMINARIES

We provide some notation used throughout the paper. Let
R™ and R} denote the n-dimensional Euclidean space and
the non-negative orthant, respectively. We let [m] denote the
set {1,...,m}. The vector inner product is denoted by (-, -).
The Euclidean norm of matrices and vectors are denoted
by || -||. The distance function between a vector x and a
set X C R" is defined by dist(x, X) := infyex |y — x|
The domain of a proper extended real-valued function r
is defined by dom(r) := {xe€R":r(x)<+4oc}. The
subgradient of a convex function r at x is denoted by 9r(x) :=
{deR":r(y) >r(x)+{(d,y —x),Vy € R", x € dom(r)}.
We say a function r is proper if dom(r) # @ and it does
not take the value —oo. The function r is called closed if
it is lower semicontinuous, i.e., liminf, o0 r(x) > r(x°)
for any x° € R". Given a proper, closed, and convex
function r : R® — R U {40}, x € R® and n > 0, the
proximal map associated with r is uniquely defined by
prox,,, (x) = argminy g {r(y) + 2%~ [}

Next, we provide the formal definitions and assumptions
for the class of functions, and the optimality measure under
consideration. Assuming that a suitable constraint qualification
(CQ) hold, the stationary solutions of problem can be
characterized by the points (x*,A\*) satisfying the Karush-
Kuhn-Tucker (KKT) conditions [2]:

Definition 1 (The KKT point). A point x* is called a KKT
point for problem (I)) if there exists A* € R™ such that

{0 € Vf(x*) + Or(x*) + (Vg(x*), A",

Aj 20, g;(x7) <0, Ajg;(x*) =0, je€m]

A suitable CQ is necessary for the existence of multipliers
that satisfy the KKT conditions (e.g., MFCQ, CPLD, and
others; see [1]). In practice, it is difficult to find an exact
KKT solution (x*, A*) that satisfies (2). We are thus interested
in finding an approximate KKT solution defined as e-KKT
solution of problem (T):

Definition 2 (e-KKT solution). Given € > 0, a point x*
is called an e-KKT solution for problem (I)) if there exists
A* € R such that

v* € Vf(x*) + 0r(x*) + Vg(x*)A*,
[ max{0, g(x*)}| <€, (X g(x")) <e¢

vl <

where max{0, g(x*)} denotes the component-wise maximum
of g(x*) and the zero vector 0 at x*.

We make the following assumptions on problem ().

Assumption 3. There exists a point (x,A) € dom(r) x R™
satisfying the KKT conditions (2).

Assumption 4. V f and Vg are L y-Lipschitz continuous and
L ,-Lipschitz continuous on dom(r), respectively. That is, there
exist Ly, Ly > 0 such that

IVf(x) = VI < Lylx = x|, ¥x,x" € dom(r),
IVg(x) = Vg(x)|| < Lgllx — x'|], vx,x" € dom(r).

Assumption 5. The domain of r is compact, i.e., Dy :=
MaXy x’ cdom(r)||X — X|| < 400.

The assumptions above are quite standard and are satisfied
by a wide range of practical problems in signal processing and
machine learning [6} 24} 23| 27, [18} 28]]. In this work, we do
not make some restrictive assumptions found in prior work,
including the surjectivity of Vg(x) (or that Vg(x)Vg(x) " is
positive definite) [6] 8 9, 22|, feasibility of the initialization
[7, 15, 144]], and Slater’s condition [7, [18]]. Note that many
problems with an unbounded dom(r) can be reformulated as
problems satisfying Assumption [5} Specifically, as long as
f is bounded below and r is coercive, the problem can be
reformulated as a problem with f -+ r for some r (e.g., norm
functions) with a compact domain [28].

We also note that under Assumption [5] there exist constants
By, > 0 and M, > 0 such that

xergﬁr)llg(X)ll < B,y and xergoﬁr)IIVg(X)ll <M, ()
which implies Lipschitz continuity of g [35, Chapter 9.B], i.e.,
lg(x) — 9| < Myllx —x[l, ¥x,x' € dom(r).

III. PROXIMAL-PERTURBED AUGMENTED
LAGRANGIAN ALGORITHM

In this section, we present our novel form of augmented
Lagrangian (Section [[II-A)) and propose a single-loop primal-
dual algorithm based on it (Section [[II-B).



A. Proximal-Perturbed Augmented Lagrangian

We first recast problem (I) as an equivalent equality-
constrained problem using slack variables u € R’ [2]]:

min _ f(x)+r(x) s.t.

=0.
x€R™ ueR? 9(x) +u

“
By employing perturbation variables z € R™ and letting
g(x) + u=1z and z = 0, we then transform problem (@) into
an extended formulation:
i .t = =0.
xeRn,uﬁ%zeRmf (x)+r(x) s.t. gx)+tu=z z

The equivalence of the extended formulation with problem (@)
is obvious for the unique solution z* = 0. Now we define the
Proximal-Perturbed Augmented Lagrangian (PPAL):

EP(X7 U7Z, A7/“1’) = EP(X7 u7Z, A? N) + T(X)’ (5)
where
£() = F0) + (A, () +u—2) + (,2) + 5 |2l
DI P+ o) 4wl ©

Here, A € R™ is the multiplier (dual) associated with the
functional constraint g(x) + u —z = 0 and p € R™ is the
(auxiliary) multiplier associated with the additional constraint
z = 0. a > 0 is a penalty parameter, 5 > 0 is a dual proximal
parameter, and p > 0 is a penalty parameter set to p := 7 f‘a 7

The PPAL function, £,(x,u,z, A, p), presents a favorable
structure for the development of efficient algorithms to solve
non-convex constrained optimization problems. Its structure
differentiates it from the standard AL function and its variants
as described in e.g., [3| |4] and references therein. Specifically,
note the additional constraint z = O is penalized with the
quadratic term § ||z||?, and the negative quadratic term —g [IA—
w||? is added to the Lagrangian. To see the reasoning here,
observe that if we minimize {— (X — p,z) + $|/z||?} with
respect to z for given (X, ), we have

~A = +az=0 — z(Aw) =A-p/a @

which implies A = p at the solution z* = 0. Based on
the relation between A and p at z* = 0, a proximal dual
regularization term —§HA — p||? was incorporated, to make
the Lagrangian smooth and strongly concave in X for fixed p
and in p for fixed A. This strong concavity enables us to design
an efficient and stable dual update scheme in Section [[II-B]
Substituting z(X, p) into £,(x,u,z, A, ) yields the following
reduced PPAL:

L0 z(A ), A gs) = F(x) + (A g(x) + ) — %HA—MH

+ 519G +ul” +rx). @

Note that £,(x,u,z(X, p), A, p) is %—strongly concave in A
and hence there exists a unique maximizer A(x, ). Maximiz-
ing L,(x,u,z(X, p), A, u) with respect to A, we obtain
A(x, p) = argmax L,(x,u,z(A, 1), A, i)
AeR™
= p+plg(x) +u), )
which will be used for the update of A in (T3).

Algorithm 1 PPAL-based first-order Algorithm (PPALA)
1: Input: Initialization (xq, ug, Zo, Ao, Ky ), and parameters
a>1,6€(0,1), p= and K.
2: for k=0,1,..., K do
3:  Compute xj41 by the proximal gradient scheme:

o
1+ap?’

Xj41 = alginin {(Vaclp (X1, U, 21, Aks ), X — Xi)
xeR™
+(1/2n)|Ix — xx|* +r(x)}; (10)
4:  Compute ug4; by the projected gradient descent:
ui 1 = o y[up — 7(Ak + p(g(xk+1) +ur)]; (1D

5:  Update the auxiliary multiplier g, ; by:

Op

= + oA — , O = 7o}
Ppr1 = My k( Ak — 1), ok e — P+ 1

6:  Update the multiplier Ag4;1 by

Akt1 = Hppr +p(9(Xk41) +upg1); (13)
7. Compute zy41 by
1
Zit1 = —(Ak1 — Bpg); (14)

a
8: end for

B. Description of Algorithm

We propose a single-loop first-order algorithm based on the
properties of our PPAL that computes a stationary solution to
the problem (T). At each iteration, the algorithm first updates
x inexactly by

Xpp1 = argmin {(Vyl, (Xp, 2k, Ak, y,), X — Xi)
xER™
+(1/2n)llx = xil* +r(x)}

which is known as the proximal gradient mapping (see e.g.,
[5]) and can be rewritten as

Xk4+1 = PrOXm« [Xk - nvxep(xkv Uy, Zg, )‘kv Nk)] .

The next step is to update slack variable u using a projected
gradient descent on L,:

uit1 = o 0 [y, — T(vuﬁp(xka Wk, Z, Aks 1y,
= o, vy g, — 7(Ak + p(9(Xk+1) + ur)],

where I1jg ;7 (u) := argmin {|[u — v||| v € [0, U]} denotes the
2 projection of u onto the set [0, U]. Note that, without loss of
generality, we can construct an upper bound U := B, on
ui1 € R from (@) since we have ||g(x)| < B, for all
feasible solutions x.
Next, the auxiliary multiplier p is updated as

P = Mg + 0u(Ae — py).
Here, the step size o > 0 is defined by o, = MW in
which J, is a diminishing sequence satisfying the conditions:

8o € (0,1], Jim 6 =0, and D Gk =400, (15
k=0



In particular, we employ the following sequence in our
algorithm for which the conditions in hold:

1 2
7<q<17

b= ——
k pkq—f—l’ 3 >~

(16)

where p is a positive constant. Note that several alternatives
are available for the sequence {d} satisfying the conditions in

(T3). Two popular alternative step sizes are: (i) d = (kiiol)q’
where 09 > 0 and 0 < ¢ < 1, and (ii) 6 = 1:;’1;”(;;_1, where

dp € (0,1] and b € (0, 1); see e.g., [2,39] for more possibilities
for {01 }. As we will see in Theorem [11] and Corollary [12] a
benefit of and choosing ¢ € (2/3,1] is that it allows our
algorithm to achieve improved complexity bounds compared
to O(1/€3) found in existing works (see Table [IIl).

With updated (Xjy1, Ugy1, ty 1), the multiplier A is then
updated using (9):

Akt1 = Mppr + p(9(Xk+1) + Wpg1).-

The last step is to update z via an exact minimization scheme
on L, for the updated (Ajy1, 1) With fixed parameter
a > 0 based on (7):

Zi1 = argmin { £, (Xp41, W1, 2, Apy1, Bip1) |
zER™

= (Ak41 — Hk+1)/a-

The steps of our proposed algorithm are summarized in
Algorithm

IV. CONVERGENCE ANALYSIS

In this section, we establish the convergence results of Algo-
rithm [T} We prove that the sequence generated by Algorithm [I]
converges to a KKT point as defined in (Z). A roadmap of our
analysis is as follows:

1) First, we provide important relations on the sequences
{Xe}, {my}, and {x;} (Lemma [6) as well as the
boundedness of multipliers {\;} and {p;,} (Lemma [7)),
directly derived from the structure of our algorithm. We
also show the Lipschitz continuity of V4/, (Lemma .

2) The above results are exploited to show that the sequence
{L,} is approximately decreasing and convergent (Lemma
[9). Then, using the error bound for the subgradient of
L, (Lemma [I0), together with Lemma [9} we prove the
convergence of primal sequences {xj} and {uy} to some
finite values satisfying stationarity in the KKT conditions
(Theorem [TT).

3) By building on the above results and utilizing the def-
initions of Ap4; and p,;, we readily establish the
feasibility guarantees (Theorem [I4).

A. Intermediate Inequalities and Bounds

We first provide basic yet crucial relations on the sequences
{Ak} {pi} and {xi}.

Lemma 6. Under Assumption[3 let {(x, u, z, A, py,)} be
the sequence generated by Algorithm |I| with the choice of the
sequence {0} as in (16). Then, for any k > 1,

o1 — mlI” = oAk — i ]|* < 67/4, (17)
okl Ak — il < Ok, (18)
i1 = Akl = (1= 0)? [ Ak — e, (19)
[ Aks1 = Akll® < 30> M7 [[xpp1 — x|

+3p% w1 — wgl® + 367 /4. (20)

where M, denotes the Lipschitz constant of g from (3).

Proof. From the p-update and noting that a + b > 2v/ab for
any a,b > 0, we obtain the relations in (I7):

g1 — Mk”2 = UI%”)‘k - l"kH2
1Ak = el + 2+ e

By the definitions o =

S
Popesr < 1and b € (0,1], we
know that o, < 1.

Thus, we obtain the relation (18)):

Ok < O.

okl Ak — pp|? = ——5— <
LR P v

Subtracting g, | from Ay yields

[Ae =t ll = 1A= e =on (A =g [| = (L= )| A — g -

Squaring both sides of the inequality yields the relation (I9).
By the A-update in (T3), the Lipschitz continuity of g, and
the triangle inequality, we have

[Ak+1 — Axll
< g1 — pell + pllg(Xet1) + U1 — g(xx) — ugl]
< g1 = pgll + oMyl xk1 — Xk ]| + pllagrr — ug,

which, along with the fact (a + b+ ¢)? < 3(a® + b? + ¢?) and
the relation (T7), provides the relation (20). O

The relations in Lemma [f] are critical to our technique for
proving convergence, bypassing the need for the surjectivity of
the Jacobian Vg(x) as in [6] 9]. We next provide the important
property that the multiplier sequences are bounded with our
algorithm.

Lemma 7 (Bounded multipliers). Under Assumption 3] let
{(xk, ug, 2k, Mg, by, )} be the sequence generated by Algorithm
If the diminishing sequence {dy} for the dual step size
sequence {0y} is chosen as in (16), then the sequences of the
multipliers {p;} and {\} are bounded. That is, there exist
constants By, Bx > 0 such that ||p]| < By and || Ax|| < Bx
for all k > 0.

Proof. Note from the A-update in (T3) that for any k > 0,
A — py, = p(g(xk) + ug). Given the boundedness of g(xy)
from (3), the boundedness of uy, from (TI), and the fixed value
of p > 0, it follows that (A;, — p,) is bounded. Since o3, — 0
and (Ag — py,) is bounded, by the p-update in (12)), we have
that {y;,,} is convergent, in turn implying that {gt; } is
bounded. It thus also follows that {Ax,1} is bounded. O



Next, we show the Lipschitz continuity of V/,, which is
directly derived from Assumptions ] [5] and Lemma

Lemma 8. Suppose that Assumptions @ and 3| hold. Then, there
exists a constant Ly > 0 such that

gp(xk-&-l) < gp(xk) + <Vx€p(xk)axk+1 —Xp)

L

+ Ik = el @1
where Ly = Ly + LyBx + p(LyBy + LyB, + MQQ)
with By = maxpg >0 ||>\k||; B, = maxpg >0 ||U.k||, Bg =
maXxcdom(r) ||g(X>|| and Mg = IMaXxcdom(r) ||Vg(X)|| from
@). Here, we omitted (ay, zi, A, py,) in the argument of £,(-)
for simplicity.

Proof. Note that Vi /,(x,u,z,\, ) = Vf(x) + Vg(x)(A +
p(g(x) +u)). A direct computation gives

||Vx€p(xk+1) - Vx[p(xk)H
<[V f(xk+1) — VI (xx)||
+ | (Vg(xk41) — Vg(xx)) (A + pug) ||
+ IV (xk11)9(Xk+1) — Va(xi)g(Xe11) ||
+ plIVg(xk)g(xx41) — Vg(xx)g(xk) ||
< Lyl[xk+1 — Xkl + Lg(Bx + pBu) [[xXk+1 — x|
+ pLg Byl xp+1 — Xp|| + pM || xp41 — Xk
< (Lf + LgBx + p(LgBu + LgBy + Mg)) (%41 — Xk |-

Hence, by the descent lemma [2| Proposition A.24], we obtain
the desired result. O]

B. Key Properties of Algorithm [I|

In this subsection, we establish key properties of Algorithm
[T] that lead to our main convergence results. For convenience,
we often use the notation wy, := (X, Uk, Zg, Ak, py,) for the
sequence generated by Algorithm [T}

Lemma 9. Suppose that Assumptions H] and [3 hold. Let
the sequence {wj = (Xp, Uk, Zg, Mg, Ui )} be generated by
Algorithm [I} Choose the step sizes n and T so that 0 < 1 <
ﬁpM? and 0 <1< ﬁ, and set the sequence {0y} as in
(T6). Then the following assertions hold true:

(a) (Approximate decrease of L)) it holds that

£p(wk+1) - £p(wk)

< —c1xps1 — xk))? — c2llupss — ugl® + Ok,

where ¢1 = % é% — Ly —3pM3) >0, co = (% — 2p) >
S 0% | b
0, and 6y, := 4’; + /f'
(b) (Convergence of L,) the sequence {L,(wy)} is conver-
gent, i.e., limy_ o0 L£,(Wiy1) := & > —00.

Proof. [(a) The difference between two consecutive sequences
of £, can be divided into four parts:

'Cp(wk+1) - ﬁp(wk)

= [Lp(Xk+1, W, Ziey Mk, ) — Lp(W)] (222)
+ [ﬁp(Xk+1, Uk+1,2ZE, Ak, H’k)
- Lp(xk+17ukazka)‘k7/‘l’k)] (22b)

+ [£p(Xht 1, Wht 1, By Apg1s Mprr)
— Lp(Xpt1, W1, 2k, Ak, )] (220)
+ [L£p(Whs1) = Lp(Kkt1, Wt 15 Zio, Mig15 g1 - (224)

First, we consider ([@22a). Writing L,(xp41) =
L,(Xk+1, Wk, Z, Ak, My, ), and using Lemma we have

gp(xk+1) < ep(xk) + <vx€p(xk)axk+1 - Xp)
Ly 9 (23)
+ 5 ks — 1%
From the definition of xj; in (I0), it follows that
Ly(xx) > Lp(xk) + (Valp(Xk), Xkt1 — Xk)
o 12 4 r(xs1)
— ||xpr1 — x r(x
o k+1 k k+1)s
implying (Vlp(Xk), Xk+1 — Xk) +7(Xp41) < =55 [[Xp41 —
Xk |2 + 7(xx). Combining the this expression with (23)) yields

Lp(Xp41, Up,s Zky Ais i) — Lp(Xk, Uy Zhy Aiy py,)
1/1

<-3 ( - Le) [%k4+1 — x|
n

Next, consider the second part (22b). Noting that VL, is
p-Lipschitz continuous, we have

(24)

Ly(upi1) < Ly(ug) + (Vuly(ug), g1 — ug)
+ glIUk+1 —u|f
By using the property of the projection operator,
<H[O,U] [a] —a, b — H[O,U] [a]> 2 0 for b € H[O,U]7 Va € Rm’
with a = u; — 7V, L,(ug), and b = uy, we get
(g1 — ug +7VLLy(ug), up — upyr) >0,

from which we have (VoL (ug), w1 — ug) < —Lflugyr —
uy||%. Therefore,

»Cp(Xk+1,uk+1,Zk, Akv”k) - ’CP(Xk+1vuk7Zk7 Akv u'k)

1
< - ( - p) [ape1 — g f®. (25)
T 2

Now consider (22¢). We start by noting that

Lp(Xpot 15 Wk 15 Zioy Mot 1, Hpy1) — Lp(Xk 1, W1, Zks Aky B)
= (Akt1 — Ak, 9(Xht1) + Upy1)
(D
+ (Ak = ) = Akgr — tgi1), Zx)
(1)

B B
= Sl = e 7+ S 1A — . (26)

Using the updates Apy1 = pyyq + p(9(Xp41) + Upy1) and
zr, = L (A, — py,), and the fact that (a — b, a) = 1[la—b]||®+



sllall® = 3lblI* with a = X, — p and b = Xg1 — pyyq,
we have

1 2 1 2
@) = 27)||>\k+1 = el + ZH)\kH — g

1 2
- ;p||uk+1 — Xell% 27)

1 2 1 2
(IT) = %HO\IHl = Ppi1) — (A — pp)[I” + %H)\k — gl
1
- %HAk+1 - Hk+1||2
« 1
= §||Zk+1 —z|]” + %H)\k — |2

1
- %H)‘Hl - Nk+1||2- (28)

Substituting 27) and (28) into (26) yields

Lp(Xpt1, Uk 15 2k, Akt 1, Mg 1) — Lp(Xni 1, W1, Zky Mgy M)

1 1 1
< —|[ Ak —Akg—fp/ —Akg-i-f)\k:_li 2
N = Ml = s = Al + ol =
o 2
+ 5 lzks1 — 2

i

<

—
=

1
% (302 M| xrs1 — Xk + 3p° a1 — wi?
3l — ml1?)

1 «
+ 2 (201 — 07) 1Ak — pl® + §||Zk+1 — z?
(i) 1 2 2 2
< 5 (BpMg ks — xkll” + 3pllupsr — upl)
1

+ % (205 + 207) [| Ak
(iii) 1 9 9 9
<3 (3pM; [ xk11 — xp[I” + 3pllup41 — i)

(07
— i ll” + §\|Zk+1 — z;|?

62 6«
+ ot gl -l (29)
pp 2

where (i) follows from (I9) and (20) in Lemmal6} (ii) follows

from (T7) in Lemma [} and (iii) is from (I7) and (I8) in
Lemma [0l

Lastly, we consider (22d). Write down L,(zp11) =
Lp(Xk41, W41, Zh41, Akt1, By 1) fOr notational simplicity.
From the a-strong convexity of £, in z, we have

L,(2z) > Ly(2k41) + (VoL (Zk41), Zk — Ziy1)

07
+ §||Zk+1 — z||%.

Since zjy; minimizes L,(Xgp41, Ukt1,2, Apt1, Bpp1)s We
have that V,£,(2z;+1) = 0. Thus,

(30)

«
Lp(zi+1) = Lo(zn) < =5 ||z — zi||*.

Combining (24), (23), 29), and (30) yields the desired result.

Ak+1—Hpq
(03

By using the update of zy4; = , we deduce

L,(Wki1)
= f(%rg1) + (Ars1, 9(Xpg1) + Upgr)

1 p
*%HAM—I — Bl + o lg(xks1) + g |2 47 (Xp41)

=0

1 , 1 )
= f(Xk+1) + %IIAMII + 27)||>\k+1 — Mgl
1
- %HHkHHQ + 7(Xpt1) > —00,

where the last inequality holds by the boundedness of {p; }
(Lemma and the lower boundedness of f and r over dom(r)
(Assumption . Given the step sizes 0 <1 < 1/(L¢ + 3pM?)
and 0 < 7 < 1/2p, we already know the sequence
{L,(Wi41)} is approximately nonincreasing (Lemma [9fa));
Although it may not decrease monotonically at every step, it
tends to decrease over iterations. As {dy} goes to 0 as k — oo,
{L,(Wg+1)} converges to a finite value £, > —oc. O

Lemma 10 (Error bound for subgradient of £, in primal

variables). Suppose that Assumptions [3 and | hold. Let

the sequence {wy, := (Xp, Uk, 2, A, by, ) } be generated by

Algorithm |1} and let {py, := (Xi,ux,zx)} be the generated

primal sequence. Then, there exists constant d; > 0 with
f,'H = (¢, ¢k, 0) € Op L, (Wit1) such that

ICETH < da (%1 — Xl| + ka1 — wel]) + (My + 1)d%,

where

di =max {Ly + BaLg + p(My + Ly(By + By) + 2M)
+1/n, 2p(M, +1) +1/7}.
Proof. See Appendix [A] O

It can be easily verified that if 7 f;ol ||(f,’f;rl || = 0, then
a point that satisfies stationarity in the KKT conditions (2,

0 e Vf(x")+or(x*) + Vg(x")A",
is obtained. Specifically,

0 € VF(X) + 0r(X) + Vg(X)A,
0 =1~ M- (A+p(g(X) +1)],

< 0€Vf(X)+0rX) + Vg
We will use this part to establish primal convergence in
Theorem [I1] Note that we need not consider the gradient
of L, with respect to A, i.e., 5’;\“‘1 = VaL,(Wg41), since
we know from the A-update step (T3) that VaL,(Wyy1) =

9(Xkt1) + Wyt — Zhr1 — B(Apr1 — Hyyq) = 0.

C. Main Results

Building on the preceding key properties, we establish our
main results.

Theorem 11 (Primal convergence). Under Assumptions 3]
let {wy} be the sequence generated by Algorithm |I| Choosing



n and T satisfying the conditions of Lemma [9 and setting
Ok = ~gamg With 2/3 < q < 1and p> 0 as in (16), we have

lim = Z Ics ™ I* =

T—oo T

pk‘Ur

Proof. From Lemma [9] it follows that
e (1% = xel|* + [luprr — ug?)
S £p(Wk) _‘Cp(wk-‘rl)—i_é]m (31)

where ¢3 = max{cy, c2}. Using Lemma [10] and the fact that
(a+b+c)? <3(a®+ b% + c?), we have

ISR 1% < BdT(llxrr1 — xull® + [lupsr — ugll?)
+ 3(M, + 1)26%,
which, combined with (BT), yields
k412 < 3d% E E 8\
ICET 17 < 2 (Lpwe) = Lo(win) + 5
+ 3(My + 1)57.

Summing up the above over k =0,...,7T —
T—1
3d3
Do lGP < =+ (ﬁp(Wo) -
k=0
T—1
+1)%) 6
k=0

-~ 2
Recalling that &5 = i—’; + % from Lemma and L,(wrp) >
L, > —oo, and rearranging terms, we have

1, we obtain

T—1 N
+ Z 5k>
k=0

T—1 3d7 _
TSI Gl
T po = T
k=0
(s + 3(M, +1)?) 5 o7
T
1
5
+ Z’;O k. (32)

Given 6 = zﬁﬂ with 2/3 < ¢ < 1 and p > 0, the third
term on the RHS of the above inequality dominates the second
term. Moreover, for sufficiently large 7', one can easily show
that

M’ﬂ

~Hlog(pT) if ¢g=1,
—qp) T if 2 <g<1.

Thus, for q = 1, the sum grows logarithmically, while for
2/3 < q < 1, the sum grows polynomially with T". Therefore,
for each choice of ¢, the RHS of @I) goes to 0 as T increases,
which proves that the primal sequences are convergent. [

Theorem [T1] shows the following ergodic primal convergence
rates hold for Algorithm [I] in terms of the running-average
stationarity (first-order optimality) residual:

*ch’“*ln? 0<l°g( ) =0(3) it a=1,
O () if 2/3<q<1,
(33)

where O(-) denotes the rate bound that hides a logarithmic
term. Thus, a consequence of Theorem |11 is that ¢ = 1 gives
the fastest primal convergence rate of Algorithm

Corollary 12. Consider the sequence {6y} with the best
choice of ¢ = 1 in terms of the primal convergence rate
of Algorithm || i.e., 0 = p_kﬁ. For a given tolerance € > 0,
the number of iterations required to reach e-primal stationarity,

DY

Proof. By using Jensen’s inequality, ( Z

k+1
+ Lo ICeHH 2,

HCk'HH < ¢, is upper bounded by O (1/€?) .

ek <

and taking the square root, we obtain

1T—1 1 T-1
7o les < == Dl

Denoting the RHS of inequality (32) by Ar, commbiningn
Theorem [T1] with the above inequality gives

T—1
1 VAT
72 gt < =<
k=0

67
VT S
which, along with the result in (33), gives O
the following iterations is required to have e- pr1mal stationarity:

- [2]-0(2)

Note that even with the choice of 2/3 < ¢ < 1 for

the sequence {0y}, we can derive the complexity bound of
O (1 / €2/ ‘1) through a similar analysis. This is still an improved
complexity bound compared to the best-known complexity of
0 (1/¢).
Remark 13. As an immediate consequence of results in
Lemma [0 and Theorem [II} we also have the result:
oo & Yo (%1 — X2 + [upss —wef?) = 0.
This result implies the following rates of the squared running-
average successive differences of primal iterates:

) Therefore,

O

T-1
1
= 3 (i = il + g — i)

_[o(RHR) =0 (%) if =1,
O () if 2<q¢<1,

It remains to prove that limy_, o ||[Ax — py|| to show the
feasibility guarantees of our algorithm, which will complete
our arguement of obtaining an improved iteration complexity
among algorithms solving problem (I)). This can be easily
achieved by the structural properties of Algorithm [I]

Theorem 14 (Feasibility guarantees). Under Assumptions
let {wy} be the sequence generated by Algorithm|l| Choose
the sequence 0y = pkf}i—&-l with g =1 and p > 0 as in (16).
Then, it holds that

lim [|Ax — p | =0,
k—o0



and hence, we have g(X) < 0. Moreover, defining (&1
(L) = (0,2(Msr — ypr)) € Valp(wipa), we
have the running-average feasibility residual:

; Z ICh 2 = (lgm) =0 (:ﬁ) :

T T
Proof. From the p-update (T12), we know that 1, , = pg +
>t 0t(A¢ — py). Using the fact a+ bl > [a]| — [[b]|, we
have

(34)

Zat<)\t — M)

t=0

<l + [l < +00,  (35)

where we used the boundedness of {g;,} (Lemma (7). The
convergence of {x;} and {u;} to (X,u), along with the
definition of A\, = p;, + p(g(xx) +uyg), implies that { A, — o,
converges to a finite value, denoted by (X — ).

We prove {A; — .} — 0 by contradiction. Suppose, on
the contrary, that the sequence {Ar — p;} does not converge
0, meaning there exists some e # O such that {\, —pu,} — e
as k — oo. Given that )~ ;o) = +00, we see that

(Ak — )

which contradicts (35)). This contradiction leads to the desired
result that A — zz = 0. With the definitions of A4 and ugy1,
it directly follows that

1 —
=-(A-—pm)=g(X)+u and uw>0.
p
Thus, we have the feasibility of X, i.e., g(X) < 0. The above
result combined with Theorem yields the remaining result

). O

Remark 15. It is crucial to note that the above results suggest
that Algorithm (1| can reduce the infeasibility by properly
controlling the primal iterates {xj} and {ug}. Thus, our
algorithm does not require the strong regularity assumption
(RC in Table [) imposed by several AL-based algorithms
[23} 251 127, 136] for ensuring the feasibility.

Equipped with Theorems [T1] and we can immediately
have the following iteration complexity for Algorithm

Corollary 16 (Iteration complexity of O(1/€2)). Under the
Assumptions and parameters required for Theorems [I1] and
let {wy} be the sequence generated by Algorithm|l| For a
given accuracy € > 0, the iteration index required to achieve

an €-KKT solution is defined as
Z ||Ck+1 } }

T—1
. 1
T(€) = inf {k : max {T Z ||Clk)+1”
k=0
where Ck'H € OpL,(Wiy1) in Theorem and we define
k“ € VaL,(Wii1). Then, Algorithm Iachteves an e-KKT
solunon to problem (1)) in O(1/€2), ie., T(e) = O(1/€2).

V. NUMERICAL EXPERIMENTS

We conduct numerical experiments to validate the effective-
ness of our algorithm. Specifically, we evaluate our algorithm
to solve two problems: a quadratically constrained quadratic
programming (QCQP) problem and multi-class Neyman-
Pearson classification (mNPC) problem. The results support
the theoretical convergence properties of our algorithm.

A. Non-convex Quadratically Constrained Quadratic Program-
ming (QCQP)

Task formulation. Consider a non-convex QCQP problem
of the general form:

1
T
min —-X x+c
x€R? 2 QO 0X

1
s. t. §XTQJ'X + c;»rx +d; <0,
Vi € [n],

j € [m]
4 <x; <y,

where Qo,Q; € R™™ are symmetric, and (; is positive
semidefinite for each j, but Qg is indefinite. Thus the objective
is non-convex but the constraint functions are convex. Here,
r(x) = Ix(x) is the indicator function for X := {x € R" :
¢ < x; < uy, © € [n]}. In the general case, non-convex
QCQPs capture a large class of optimization problems in
signal processing, e.g., wireless beamforming design and power
allocation with nonlinear energy model [29]. We evaluate our
method on two different problem sizes, denoted by (n x m):
(200 x 10) and (1000 x 10).

The baseline algorithms include the two state-of-the-art AL-
based first-order methods: NL-IAPIAL in [18] and GDPA in
[27]. As summarized in Table |, NL-IAPIAL is a double-loop
algorithm that achieves the best-known complexity of O(1/€%)
for non-convex problems with convex constraints, while GDPA
is a single-loop algorithm that achieves the O(1/€e3) complexity
for problems with non-convex constraints.

Implementation details. The matrix )y _is generated as
Qo = (Qo + Qg )/2, where the entries of (y are randomly
generated from the standard Gaussian distribution A(0,1). To
ensure (), to be positive definite, we set Q; = Q; + (||Q; || +
1~) -1, xn, where I, ., is m X n identity matrix and the entries of
Q); are also generated from the standard Gaussian. Moreover,
the vectors co and c; are generated randomly, and d; is a
negative value for each j. We set {; = —10 and u; = 10 for
all 4 € [n]. To evaluate the performance of the algorithms,
we use the quantity ||xg1 — Ix [Xptr1 — Vi L(Xit1, Aet1)] ]
as the measure of stationarity residuals. For the measure of
feasibility residuals, we use p%H)‘kJrl — k|| for NL-TAPIAL
and GDPA, and use [[Ax41 — 11| for PPALA.

In each setting, we conduct 5 independent simulations. Given
that NL-IAPIAL is a double-loop algorithm, we evaluate and
compare the behaviors of the algorithms based on CPU time in
seconds. We plot averaged stationary and feasibility residuals
over CPU time in seconds.

Results and discussion. Figure [T| summarizes the numerical
performance of PPALA, GDPA and NL-IAPIAL on QCQP
problems. Figure [T[a) focuses on the problem with dimensions
n = 200 and m = 10, while Figure [[(b) examines the larger
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(a) QCQP with = 200 and m = 10. A fixed step-size 5 x 10~* for
PPALA, and initial step-size 103 for GDPA and NL-IAPIAL are used.
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(b) QCQP with n = 1000 and m = 10. A fixed step-size 2 x 10> for
PPALA and initial step-size 10~# for GDPA and NL-IAPIAL are used.

Fig. 1. Performance comparison of PPALA with GDPA and

NL-IAPIAL on QCQP (36). AIl values represent the average
of 5 independent runs versus CPU time in seconds. The y-axis
represents  logyg [||xp41 — IIx [Xpr1 — Vi L(Xpt1, Ait1)]]]] and
logqg [(1/pk)|| Ak+1 — Ak]|] for stationarity and feasibility, respectively.

problem with n = 1000 and m = 10. From the results, we
observe that while there is not much difference in performance
for the small-size problem (n = 200 and m = 10), PPALA
outperforms GDPA and NL-IAPIAL for the larger problem with
n = 1000 and m = 10. We also see that PPALA consistently
reduces stationarity and feasibility residuals. This is due to
the use of fixed parameters «, 5 > 0. On the other hand, we
observed that GDPA exhibits a high sensitivity to the update of
penalty parameters, and NL-IAPTIAL needs a careful fine-tuning
for inner-loop implementation. Our algorithm shows superior
performance in terms of computational efficiency and robust-
ness, maintaining its advantage as problem size increases. This
emphasizes its effectiveness in handling functional constraints
in large-scale non-convex optimization problems.

B. Non-convex Multi-class Neyman-Pearson Classification

Task formulation. Next, we evaluate the performance of
the proposed algorithm on a non-convex multi-class Neyman-
Pearson Classification (mNPC) problem in neural network
setting. The objective of this experiment is to illustrate that our
algorithm can effectively handle highly non-convex constraints.

The mNPC model aims to minimize the loss for a particular
class of interest while controlling the losses of others within
given thresholds. Formally, consider a set of training data with
N classes of data, denoted by D; for i € [IN]. The objective
is to learn N nonlinear models f;. We predict the class of a
data point { as argmax,¢ |y fi(Xi; §), where x; represents the
weights of each f;. To obtain a high classification accuracy,
the value f;(x;;€) — f;(x;; &) needs to be large for any ¢ # j
and ¢ € D; [12], which can be obtained by minimizing the

Stationarity Feasibility
-15 —— PPALA . — PPALA
“16 GDPA : GDPA
-17 0.0
-1.8
-0.2
-1.9
-2.0 -0.4
-2.1 _0.6
=22
23 — -0.8
0 20 40 60 80 100 0 20 40 60 80 100
Epoch Epoch
(a) Fashion-MNIST
Stationarity Feasibility
-12 —— PPALA 035 —— PPALA
GDPA GDPA
14 0.30
0.25
-16
0.20
-18
0.15
20 \ — 0.10

0 20 a0 60 80 100 0 20 40 60 80 100
Epoch

(b) CIFAR10

Fig. 2. Performance comparison of PPALA and GDPA on Fashion-MNIST
and CIFARI0 datasets in terms of obtaining stationarity and feasibility. We
see that PPALA provides a consistent reduction of stationarity and feasibility
gaps that align with our theoretical expectations. In contrast, GDPA reduces
the feasibility gap at a slower rate on Fashion-MNIST and CIFAR10 in our
neural network setting.

loss @ D isi Yeen, O fi(xi5€) = f5(x55€)). When training
these N nonlinear models, mNPC prioritizes minimizing the
loss on one class Dy, while controlling the losses on others,
namely,

Hzﬁwiga ﬁz > o(fi(xa;6) = fi(x55€))

J#1 €Dy
st 0SS Gk €) — x5 0) < i
IDil J#i EED;

where ¢ =2,...,N.

Implementation details. We use two common benchmark
datasets: Fashion-MNIST [43] and CIFARI10 [20]]. In the
experiments, we employ a two-layer feed-forward neural
network with sigmoid activation for each classifier f;, and
use batch normalization with a full batch. We compare the
performance of Algorithm [T] (PPALA) with GDPA algorithm
only, since NL-IAPIAL can only handle convex constraints.
A sigmoid function ¢(y) = 1/(1 + exp(y)) is used for the
loss function as in [27]]. We take 4 classes and set 8 = 1,
with k; = 1 for Fashion-MNIST and «; = 2 for CIFAR—IOEl
For our algorithm, we set a fixed learning rate 10~2 for both
the Fashion-MNIST and CIFARI10 cases. The initial point x
is randomly generated in each experiment. These numerical
experiments were conducted using an A100 GPU and were
implemented with Pytorch [32].

Results and discussion. The performance of PPALA and
GDPA are illustrated in Figure 2} We observe that PPALA
converges faster than GDPA in both cases. In particular, PPALA

3Note that the parameter settings for GDPA, as in [27, Section F in
Appendix], lead to a lack of convergence in the neural network setting,
particularly with a small value of the threshold x; and a large increase ratio
for updating the penalty parameter.



significantly outperforms GDPA when applied to the more
complex CIFAR-10 dataset, which supports the effectiveness of
the PPALA. Furthermore, determining suitable parameters for
PPALA was a straightforward task; o = 10 and 8 = 0.2 were
sufficient choices for both datasets. Note that the performance
of PPALA is insensitive to the choice of o > 0. On the other
hand, GDPA exhibits a high sensitivity to the update of its
penalty parameters. For instance, we observed that GDPA fails
to converge when a relatively large increase ratio is used to
update the penalty parameter. Thus, it is critical to carefully
select the penalty parameter to ensure GDPA’s convergence in
practice. The slow infeasibility reduction in GDPA is due to
the gradual update of its penalty parameter. In contrast, PPALA
achieves a fast and consistent reduction in infeasibility with
the fixed parameter p = 775 5

These results emphasize the effectiveness and robustness
of our PPALA compared to GDPA, especially in the context
of more complex datasets such as CIFAR10 and highly non-
convex constraints such as neural networks.

VI. CONCLUSIONS

In this work, we proposed a novel single-loop primal-
dual algorithm to solve non-convex functional constrained
optimization problems. We show that our method can achieves
an improved complexity bound of O(1/¢?) with performance
guarantees. The proposed method ensures a consistent reduction
in stationarity and feasibility gaps under mild conditions. The
experimental results demonstrate that our algorithm performs
better than the existing single-loop algorithm. Future research
could consider extending this simple optimization method to
solve stochastic non-convex constrained optimization problems,
which will result in a broader application domain in sigmal
processing and machine learning.

APPENDIX A
PROOF OF LEMMA [10]

Proof. Writing the optimality condition for the x-update (I0),
we have that for all K > 0

1
fop(wk) + E(XkJrl —xk)+dir1 =0, drg1 € Or(Xpq1)-
(36)
Using the subdifferential calculus rules, we also get
Vxép(wkﬂ) + dk+1 S axﬁp(wk+1). 37

Hence, by defining the quantity
1
C)I:+1 = ngp(warl) - ngp(wkr) + 5(Xk - Xk:+1)7

and using (36) and (37), we obtain (5! € 0y L, (Wi t1).
Next, define the quantity

G =g — Mg g [uks1 — (M1 + p(9(Xkg1) + Upg)],

which is equivalent to the projected gradient of £, in u as a
measure of optimality for u-update:

Vuly(Wii1)
= U4 — argmin {(VuL,(Wgi1), Vv — Upq1)
ve(o,U]

+(1/2)llv — w1}
= W1 — Hjo uy[uk+1 — (A1 + (9(Xk+1) + g
Hence, we obtain
€ 0cLy(wiy1), and (BT = VoL, (Wii).
From the z-update (I4), it immediately follows that
Vily(Wit1) = aZii1 — (g1 — Byqq) = 0,

Hence, we obtain

k—+1
B € Ok Ly (K15 Ukt 15 Zhg 1> Abt1s My1)
k+1 . k+1
P = <u+ - vu‘cﬁ(xk-i-lv Uk41,Zk+1, )‘k-‘rla p’k—!—l)
0 = VZ'CP(XkJrlvuk+1azk+1a)‘k+lay’k+1)

We derive upper estimates for (X! and ¢5*1. A straight-
forward calculation yields
ICEM I <V F(Rp1) = VFGR) |+ (1/m) 1%k — Xkq ]|
+ IVg(xh41)(Arr1 + p(g(Xpkt1) + Wky1)
= Vg(xk) (A + p(g(xk) + )|
<(Ly +1/n)1xp1 — x|
+ IVg(Xp11)Akt1 — Vg(xk) Art1
+ Vg(xi)Ak+1 — Vg(xi) e || (382)
+ pIIVy(xi11)9(xk+1) — Vg(xk)g(Xp41)
+ Vg(xk)g(xk+1) — Vg(xi)g(xx)|| (38b)
+ plIVg(xp+1)up+1 — Vg(xp) a4
+ Vg(xg)urt1 — Vg(xr)ugll, (38¢c)
in which (384), (38b), and can be bounded by
< BaLgllxp1 — Xk || + Mgl| Akt1 — Ax|
< BaLg|lxpq1 — il + pM %541 — %]
+ pMg|| g1 — ugll + Mgy 1 — p|
< (BaLg + pM;) 1%k 41 — x|
+ pMyllagi1 — ug + Mydy;
< (pByLg + pM;)|xps1 — Xk|;
< pBuLg|xpi1 — x| + pMg|upi1 — ug.

where for bounding (38a), we used the A-update and ||zt | —
pill = < d5,. Hence,

et
< (Ly+1/n+ BaLg + pLg(Bg + Bu + 2M))||xk 41 — x|
+ 2pMy||ups1 — ugl| + My (40)

Ok
H>‘k_HkH+ ||Aki#ka

Next, we estimate an upper bound for the component (y f1-
To simplify notation, define

gt = argmin {(VoL,(Wi41), Vv — Upq1)
ve(o,U]

+(1/2)[[v — w1}



Clearly, ||Cu,k+1]| = ||uk+1 — Uk+1]|. The first-order optimality
condition implies that

(VuLly(ugpr1) + (U1 — Uggr),u —Ugy1) > 0. (41)

Here, VL, (W1) is denoted by VL, (uy1). Note that the
u-update is equivalent to

. 1
Up41 = argmin {(Vuﬁp(uk), u—u) + 2—||u — uk||2} ,
uelo,U] T

where Vo L,(ur) = Vol (Xkt1, Uk, Zk, Ak, fy,). By the first-
order optimality condition, we have

1
<Vu£p(uk.) + —(ups1 —ug),u— uk+1> > 0. (42)

pu
Combining @I) and (@2), with settings u = ug41 in and
u = U4 in @2), yields
(VuLy(ug) = VuLly(apsr) + 7N ugp g —ug)
—(Wg+1 — Wpt1), U1 — Wkg1) > 0,

equivalently,

<Vu£,,(uk) — Vuﬁp(uk+1) + Tﬁl(u;ﬁ_l — llk)7
Upp1 — Upy1) > [[Upgr — wpga [, (43)

Applying the Cauchy-Schwarz inequality yields

(IVaLlp(ur) = VaLp(epr) || + 7 apgr — ugl]) -
k41 = gt || > [[8eg1 — wppa |

where

[Vulp(ar) = Valy(ugs1)||
= [[Vulp(Xkt1, Uk, 2k, Ak, )
— Vul,(Xkt 1, Wkt 1, Bt 1, Aot 1, Mgr) |l
< Ak + p(g(xk41) +uk) = Appr — p(g(Xk41) + W) ||
< p(My|xk41 — Xk || + 2]l ugs1 — ugll + ).

Therefore,
ICETH | = [0k 41 — wppa |
< My st — k] + (20 +771) s — i + 6.

(44)
Combining and (@), we obtain
1657 < a3t — x4+ wnss — ugl]) + (Mg + 1),

where dy = max{L;+BxLy+p(My+ByLy+BuLy+2M})
+ 1/n,2p(M, + 1) + 1/7}. This inequality, combined with
Cffl € 0pL,(Wi1), yields the desired result. O
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